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## Theorem (Wanless and Wood, 2020)

Let $r>2$. Let $H$ be a $r$-uniform hypergraph of maximum degree $\Delta$,

$$
\chi(H) \leq\left\lceil\left(\frac{r-1}{r-2}\right)((r-2) \Delta)^{1 /(r-1)}\right\rceil .
$$

Asymptotically optimal. Slightly better than [Erdős and Lovász, 1975]
Remark: For the chromatic number of graphs (2-regular hypergraph), we have $c=\Delta+1$.
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## Theorem (This talk)

$$
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Let $c=\left\lceil 2 \sqrt{2} \Delta^{3 / 2}+\Delta\right\rceil$.
We let $\mathcal{C}_{s}(G)$ be the number of star $c$-colorings of $G$.
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Theorem is a corollary of:
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## The statement

## Theorem

Let $G$ be a graph of maximum degree $\Delta$, then

$$
\chi_{s}(G) \leq \min _{\beta>0}\left\lceil\Delta+\beta+\frac{2 \Delta^{3}}{\beta}\right\rceil
$$

## The statement

## Theorem

Let $G$ be a graph of maximum degree $\Delta$, then

$$
\chi_{s}(G) \leq \min _{\beta>0}\left\lceil\Delta+\beta+\frac{2 \Delta^{3}}{\beta}\right\rceil=\left\lceil\Delta+2 \sqrt{2} \Delta^{3 / 2}\right\rceil .
$$

## Other applications

## Chromatic number of triangle-free graphs of bounded degree

## Problem (Vizing , 68)
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Similar problem already mentioned in the 50's by different authors (Erdős, Mycielski, Zykov...).
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## Theorem (Johanson, 1996)

For any triangle-free graph $G$ of maximum degree $\Delta$,

$$
\chi(G)=O\left(\frac{\Delta}{\log \Delta}\right)
$$

## Theorem (Molloy, 2017

Bernshteyn, Brazelton, Cao, and Kang, 2021
Pirot and Hurley, 2021
Martinsson, 2021)
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Tight up to a factor 2
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## Other results

Applications to:

- SAT formulas,
- Nonrepetitive colorings,
- proper coloring of triangle free-graphs,
- Frugal coloring, star-colorings, many graph colorings
- combinatorics on words (!!!),
- tilings,
- group theory,
-...


## Wanless and Wood framework

## Theorem (Wanless and Wood, 2020)

Let $(G, \mathcal{B})$ be an instance. Assume there exist a real number $\beta \geq 1$ and an integer $c \geq 1$ such that for every vertex $v$ of $G$,

$$
c \geq \beta+\sum_{k \geq 0} \beta^{-k} E_{k}(v)
$$

Then $G$ is $(\mathcal{B}, c)$-choosable. Moreover, for every $c$-list assignment $L$ of $G$,

$$
P(G, \mathcal{B}, L) \geq \beta^{|V(G)|}
$$
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- Is easier to use than entropy compression (and provides lower bounds on the number of solutions)
- Frequently easier to use than LLL and frequently provide better bounds than LLL
- It seems that it is a particular case of the Local Cut Lemma, but it is much easier to use
- In combinatorics on words, can be coupled with other techniques to provide really strong results

Try to apply it to your favorite problem =)

Thanks!

