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## Dirac threshold of $H$
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## Embedding

Injection $\phi: H \rightarrow G$ such that $u v \in E(H) \Rightarrow \phi(u) \phi(v) \in E(G)$
Counting the embeddings
If $\delta(G) \geq \delta_{H, n}$, how many embeddings of $H$ in $G$ ?
Embedding in a random graph
For what $p_{n}$ does $\mathbb{P}\left[H \subset G\left(n, p_{n}\right)\right] \geq \frac{1}{2}$ ?
Robustness: Embedding in a typical subgraph
$G * p$ : Keep each edge of $G$ with probability $p$
For what $p_{n}^{\prime}$ does $\mathbb{P}\left[H \subset G * p_{n}^{\prime}\right] \geq \frac{1}{2}$ for all $G$ with $\delta(G) \geq \delta_{H, n}$ ?
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## Other point of view

Randomized algorithm embedding $H$ progressively, with linearly many options at each step
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## Park, Pham 2022

Proved Kahn-Kalai conjecture
Corollary: spreadness implies robustness and random threshold
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- Avoids the Regularity Lemma
- Shorter and more flexible proof
- Better constants
- Generalizes painlessly to hypergraphs and digraphs
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## Intermediate steps

Embed $T$ of max degree $\Delta$ in $G$ with:
Boosted degree $|T|=(1-\varepsilon)|G|$ and $\delta(G) \geq(1-\rho) n$
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## Intermediate goal: Embed smaller trees

$$
|T|=(1-\varepsilon) n \text { and } \delta(G)=\left(\frac{1}{2}+\alpha\right) n
$$



- Same color $=$ roughly the same size
- Linearly many $T_{i}$ 's in each color class
- Almost all $V_{i}$ are $\alpha / 2$-Dirac
- Almost all $\left(V_{i}, V_{j}\right)$ share good minimum degree
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- linearly many choices for $\phi(x)$


## First step: Boosted minimal degree of $G$

$|T|=(1-\varepsilon) n$ and $\delta(G)=(1-\rho) n$ and respect the coloring

- For every color $c,|T \cap c| \leq(1-\eta)|V \cap c|$
- Fix some BFS ordering of $V(T)$
- Following the ordering, embed each node $x$ in its color class, among the free vertices of $N(\phi(p))$

$|N(\phi(p)) \cap c| \geq(1-\rho)|V(G) \cap c|$ with $\rho \ll \eta$
- linearly many choices for $\phi(x)$


## Future work

- Spread distribution for spanning grids when $\delta(G) \geq\left(\frac{1}{2}+\alpha\right) n$ Subdivision arguments do not work as nicely
- Extend our result to graphs of bandwidth $o(n)$ when $\delta(G) \geq\left(\frac{1}{2}+\alpha\right) n$ Probabilistic analysis more complex
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